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Abstract—We investigate the link between hospital performance and man-
agerial education by collecting a large database of management practices
and skills in hospitals across nine countries. We find that hospitals closer to
universities offering both medical education and business education have
lower mortality rates from acute myocardial infarction (heart attacks), bet-
ter management practices, and more MBA-trained managers. This is true
compared to the distance to universities that offer only business or med-
ical education (or neither). We argue that supplying bundled medical and
business education may be a channel through which universities improve
management practices in hospitals and raise clinical performance.

I. Introduction

ACROSS the world, health care systems are under severe
stress due to shocks like the COVID-19 pandemic, ag-

ing populations, the rising costs of medical technologies, tight
public budgets, and increasing expectations. Given the evi-
dence of enormous variations in efficiency levels across dif-
ferent hospitals and health care systems, these pressures could
be mitigated by improving hospital productivity. For exam-
ple, high-spending areas in the United States incur costs that
are 50% higher than low-spending ones (Fisher et al., 2003,
in the Dartmouth Atlas).1 Some commentators focus on tech-
nologies (such as information and communication technolo-
gies) as a key reason for such differences, but others have
focused on divergent preferences and human capital among
medical professionals (Phelps & Mooney, 1993; Eisenberg,
2002; Sirovich et al., 2008). One aspect of the latter are man-
agement practices such as checklists (Gawande, 2009).

In this paper we measure management practices across
hospitals in the United States and eight other countries using
a survey tool originally applied by Bloom and Van Reenen
(2007) for the manufacturing sector. The underlying concepts
of the survey tool are very general and provide a metric to
measure the adoption of best practices over operations, moni-
toring, targets, and people management in hospitals. We doc-
ument considerable variation in management practices both
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1Annual Medicare spending per capita ranges from $6,264 to $15,571
across geographic areas (Skinner, 2011), yet health outcomes do not posi-
tively co-vary with these spending differentials (Baicker & Chandra, 2004;
Chandra, Staiger, & Skinner, 2010). Finkelstein, Gentzkow, and Williams
(2016) estimate that at least half of these effects arise from place-based
supply factors rather than unobserved patient-specific health and demand
factors.

between and within countries. Hospitals with high manage-
ment scores have high levels of clinical performance, as prox-
ied by outcomes such as survival rates from emergency heart
attacks (acute myocardial infarction, AMI). These hospitals
also tend to have a higher proportion of managers with greater
levels of business skills as measured by whether they have
attained MBA-type degrees.

To further investigate the importance of the supply of hu-
man capital on managerial and clinical outcomes, we draw on
data from the World Higher Education Database (WHED),
which provides the location of all universities in our chosen
countries (see Valero & Van Reenen, 2019). We calculate
geographical closeness measures (the driving time from a
hospital to the nearest university) by geocoding the location
of all hospitals and universities in our sample. We show that
hospitals that are closer to universities offering both medi-
cal and business courses within their premises have signif-
icantly better clinical outcomes and management practices
than those located farther away. This relationship holds even
after conditioning on a wide range of location-specific char-
acteristics such as average income, population density, and
climate. By contrast, the distance to universities with only
a business school, only a medical school, or neither (as in
a pure liberal arts college offering only arts, humanities, or
religious courses) has no significant relationship with hos-
pital management quality, suggesting that the results are not
entirely driven by unobserved heterogeneity in location char-
acteristics correlated with educational institutions.

Proximity to schools offering bundles of medical and
managerial courses is positively associated with the frac-
tion of managers with formal business education (MBA-type
courses) in hospitals, consistent with the idea that the courses
increase the supply of employees with these combined skills.
We do not have an instrumental variable for the location of
universities and therefore cannot demonstrate that the corre-
lations are causal. Nevertheless, these results are suggestive
of a strong, and so far unexplored, relationship between man-
agerial education and hospital performance.

Our paper relates to several literatures. First, the paper is
related to the literature documenting the presence of wide pro-
ductivity differences across hospitals. Chandra et al. (2016)
estimate a large heterogeneity in hospital total factor produc-
tivity across U.S. hospitals of an order of magnitude similar to
that documented in manufacturing and retail. We contribute
to this literature by suggesting that management and, indi-
rectly, management education may be a possible factor driv-
ing the productivity dispersion via its effect on management
practices. Second, our paper contributes to the literature on
the importance of human capital (especially managerial hu-
man capital) for organizational performance. Examples of
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this work include Bertrand and Schoar (2003) for CEOs,
Moretti (2004) for ordinary workers, and Gennaioli et al.
(2013) at the regional and national levels. More specifically
Doyle, Ewer, and Wagner (2010) examine the causal impor-
tance of physician human capital on patient outcomes, while
Goodall (2011) looks at the importance of physician leader-
ship in hospitals. Finally, this paper is related to the work on
measuring management practices across firms, sectors, and
countries—for example, Osterman (1994), Huselid (1995),
Ichniowski, Shaw, and Prennushi (1997), Black and Lynch
(2001), and Bloom et al. (2014).

The structure of the paper is as follows. In section II,
we provide an overview of the methodology used to collect
the hospital management data, the health outcomes data, the
skills data, and other data used in the analysis. Section III de-
scribes the basic summary statistics emerging from the data,
section IV presents the results, and section V concludes. The
online appendixes give much more detail on the data (A),
additional results (B), sampling frame (C), and case studies
of management practices in individual hospitals (D).

II. Data

A. Collecting Measures of Management
Practices across Countries

To measure hospital management practices, we adapt the
World Management Survey (Bloom & Van Reenen, 2007;
Bloom et al., 2014) methodology to health care. This is
based on the work of international consultants and the health
care management literature. The evaluation tool scores a
set of twenty basic management practices on a grid from
1 (“worst practice”) to 5 (“best practice”) in four broad ar-
eas: operations (four questions), monitoring (five questions),
targets (five questions), and human resource management
(six questions). The full list of dimensions is in appendix
table A1.

Hospitals with very weak management practices (score of
2 or below) have almost no monitoring, very weak targets
(e.g., only an annual hospital-level target), and extremely
weak incentives (e.g., tenure-based promotion, no financial
or nonfinancial incentives, and no effective action taken over
underperforming medical staff). In contrast, hospitals with
a score of 3 or above have some reasonable and proactive
performance monitoring, processes in place for continuous
improvement, a mix of targets covering a broad set of metrics
and timescale, performance-based promotion, and systematic
ways to address and correct persistent underperformance. To
compute the main management practices score used in our
regression analysis, we standardize the index to have zero
mean and standard deviation of 1 by z-scoring the average of
the z-scores of the twenty individual management questions.

The data were collected for Canada, France, Italy, Ger-
many, Sweden, the United States, and the United Kingdom in
2009; India in 2012; and Brazil in 2013. For the United King-

dom, we combine two waves of the survey: 2006 and 2009.2

The choice of countries was driven by funding availability,
the availability of hospital sampling frames, and research and
policy interest.

In every country, the sampling frame for the management
survey was randomly drawn from administrative register data
and included all hospitals that (a) have an orthopedics or
cardiology department, (b) provide acute care, and (c) have
overnight beds. Interviewers were each given a random list
of hospitals from a sampling frame representative of the pop-
ulation of hospitals with these characteristics in the country.3

Within each department, we targeted the director of nursing,
medical superintendent, nurse manager or administrator of
the specialty—that is, the clinical service lead at the top of
the specialty who was still involved in its management on a
daily basis.

We used a variety of procedures to persuade hospital em-
ployees to participate in the survey. First, we encouraged our
interviewers to be persistent: they ran on average two in-
terviews a day that lasted for an average of an hour each.
Second, we never asked hospital managers about the hospi-
tal’s overall performance during the interview (these were ob-
tained from external administrative sources). Third, we sent
informational letters and, if necessary, copies of country en-
dorsements letters (e.g., U.K. Health Department). Following
these procedures helped us obtain a reasonably high response
rate of 34%, similar to the response rates for our manufactur-
ing and school surveys. The country-specific response rates
ranged from 66%, 53%, and 49% of eligible hospitals in, re-
spectively, Sweden, Germany, and Brazil, down to 21% of
eligible hospitals in the United States.4 In terms of selection
bias, we compare our sample of hospitals for which we se-
cured an interview with the sample of all eligible hospitals in
our sampling frame for each country on dimensions such as
size, ownership, and geographical location. Looking at the
overall pattern of results, we obtain few significant coeffi-
cients with marginal effects small in magnitude.5 We further
construct sampling weights and observe that our main un-
weighted results hold even when using this alternative sam-
ple weighting scheme. We describe our selection analysis as

2The 2006 U.K. data have been used in Bloom et al. (2015).
3During the survey, if the hospital did not have an orthopedics depart-

ment or if the manager in this department was not available, we then tried
to get in touch with the cardiology department. In our sample, there are 937
observations for multispecialty departments, 460 observations for the ortho-
pedics department, 262 for cardiology, 138 for surgery when orthopedics-
or cardiology-related procedures were carried out in the surgery depart-
ment, and 163 for other departments that still carried out orthopedics- or
cardiology-related procedures when the departments mentioned above did
not exist in the hospital (the rest is surgery/other).

4This was mainly due to not completing all the interviews (due to
rescheduling) rather than outright refusals. The explicit refusal rate was
11%, ranging from no refusals in hospitals in Sweden to 22% of all eligible
hospitals in Germany.

5For example, there were higher response rates in India for certain lo-
cational characteristics (population density, education, and located farther
away from the coast), in the United States for public hospitals, and in Ger-
many and Italy for hospital size.
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well as the sampling frame sources and response rates in more
detail in appendix C.

To elicit candid responses, we took several steps. First, our
interviewers received extensive training in advance on hospi-
tal management. Second, we employed a double-blind tech-
nique: interviewers were not told in advance about the hos-
pital’s performance—they only had the hospital’s name and
telephone number—and respondents were not told in advance
that their answers were scored. Third, we told respondents we
were interviewing them about their hospital management,
asking open-ended questions like, “Tell me how you track
performance?” and “If I walked through your ward, what per-
formance data might I see?” The combined responses to these
types of questions are scored against a grid. For example, the
following two questions helped to score question 6, on perfor-
mance monitoring, which went from 1, defined as, “Measures
tracked do not indicate directly if overall objectives are being
met. Tracking is an ad hoc process (certain processes aren’t
tracked at all),” to 5, defined as, “Performance is continuously
tracked and communicated, both formally and informally, to
all staff using a range of visual management tools.” Inter-
viewers kept asking questions until they could score each
dimension. Three other steps were taken to guarantee data
quality. First, each interviewer conducted on average of 39
interviews in order to generate consistent interpretation of re-
sponses. They received one week of intensive initial training
and four hours of weekly ongoing training.6 Second, 70% of
interviews had another interviewer silently listening and scor-
ing the responses, which the second interviewer discussed
with the lead interviewer after the end of the interview. This
provided cross-training, consistency, and quality assurance.
Third, we collected a series of “noise controls,” such as in-
terviewee and interviewer characteristics. We included these
controls in the regressions to reduce potential response bias.
We describe the country sampling frames, their sources, and
eligibility criteria in appendixes A and C. Some hospitals are
part of larger networks, so in our analysis, we clustered stan-
dard errors by hospital network to take into account potential
similarities across these hospitals.7

B. Collecting Hospital Health Outcomes

Given the absence of publicly comparable measures of
hospital-level performance across countries, we collected
country-specific measures of mortality rates from AMI (acute
myocardial infarction, commonly called heart attacks). AMI
is a common emergency condition, recorded accurately, and
believed to be strongly influenced by the organization of hos-
pital care (Kessler & McClellan, 2000), and used as a stan-
dard marker of clinical quality. We tried to create a consistent
measure across countries, although there are inevitably some

6See, for example, the video of the training for our 2009 wave:
http://worldmanagementsurvey.org/?page_id=187.

7In the U.K. sample, we have two years (2006 and 2009), so clustering
also deals with serial correlation over time in the same network.

differences in construction, so we include country dummies
in almost all of our specifications.8 We observe substantial
differences in the spread of this measure across countries:
the country-specific coefficient of variation is 0.51 for Brazil,
0.52 for Canada, 0.21 for Sweden, 0.10 for the United States,
and 0.34 (2006) and 0.15 (2009) for the United Kingdom.

C. Classifying Differences across Universities

In the WHED we can distinguish whether universities
offer courses in business (management, administration, en-
trepreneurship, marketing, or advertising), medical (clinical),
and humanities (arts, language, and/or religion) and a range
of other divisions (see Feng & Valero, 2020; Valero & Van
Reenen, 2019). We geocode the location of each school using
its published address and compute drive times between hos-
pitals and universities of different types using GoogleMaps.
The computation of travel times is restricted to hospitals and
universities in the same county (see appendix A for a more
detailed explanation).

D. Collecting Location Characteristics Information

Using the geographic coordinates of hospitals in our sam-
ple, we also collected a range of other location character-
istics. At the subnational regional level (e.g., states in the
United States), we use the variables provided in Gennaioli
et al. (2013).9 For data at the grid level, we construct a data
set based on the G-Econ Project at Yale that estimates ge-
ographical measures for each grid cell, which represents 1
degree in latitude by 1 degree longitude. Table B1 presents
descriptive statistics for the sets of location characteristics
used in this analysis.

III. Descriptive Statistics

A. Variation in Management Practices

Table 1 shows some descriptive statistics, and figure 1
shows the differences in management scores across countries
(which is the simple average of the questions ranging between
1 and 5). The United States has the highest management

8For Brazil, we compute a simple risk-adjusted measure by taking the un-
weighted average across rates for myocardial infarction specified as acute or
with a stated duration of four weeks or less from onset for each rage-gender-
age cell for each hospital for the years of 2012 and 2013. For Canada, we use
risk-adjusted rate for AMI mortality for the years 2004–2005, 2005–2006,
and 2006–2007. For Sweden, we use the 28-day case fatality rate from my-
ocardial infarction from 2005 to 2007. For the United States, we use the risk-
adjusted 30-day death (mortality) rates from heart attack from July 2005 to
June 2008. For the United Kingdom, we use 30-day risk-adjusted mortality
rates purchased from the company “Dr Foster,” the leading provider of NHS
clinical data. (See appendix A for more information and sources.) For each
hospital, we consider three years of data (the survey year plus two years
preceding, or the closest years to the survey with available data) to smooth
over possible large annual fluctuations.

9The regional data from Gennaioli et al. (2013) consist of NUTS1,
NUTS2, state, or provincial level, depending on the country.
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TABLE 1.—DESCRIPTIVE STATISTICS

Mean Median SD Minimum Maximum

Hospital characteristics
AMI mortality rate (z-score) 0.02 −0.08 1.01 −2.2 4.8
Management practice score 2.42 2.4 0.65 1 4.3
Management practice score (z-score) −0.02 −0.04 1.01 −2.2 3
Hospital beds 270.2 132.5 365.4 6 4,000
Share of managers with MBA-type course 0.26 0.15 0.29 0 1
Number of competitors: 0 0.14 0 0.35 0 1
Number of competitors: 1 to 5 0.61 1 0.49 0 1
Number of competitors: More than 5 0.24 0 0.43 0 1
Dummy public 0.51 1 0.5 0 1
Dummy private for profit 0.3 0 0.46 0 1
Dummy private not for profit 0.19 0 0.39 0 1

Distances to universities
Driving hours, nearest joint medical-business schools 1.16 0.65 1.84 0 41.8
Driving distance (km) to nearest joint medical-business schools (M-B) 80.32 36.64 135.41 0 2,842.4
Driving hours, nearest business school, no medical school 1.46 0.86 2.16 0 44.4
Driving hours, nearest medical school, no business school 1.47 0.89 2.2 0 44.4
Driving hours, nearest school, no medical or business school 1.24 0.71 2.06 0 44.4
Driving hours, nearest stand-alone humanities school 1.86 1.14 2.42 0 44.4
Driving hours, nearest university in general 0.62 0.32 1.47 0 41.8

These are descriptive statistics of the main variables used in the analysis. The maximum sample size is 1,960. More descriptive statistics are in table B1.

FIGURE 1.—MANAGEMENT PRACTICES ACROSS COUNTRIES

This figure shows the country average management score on a scale of 1 to 5 (all twenty individual questions are averaged within a hospital, and then the unweighted average is taken across all hospitals within a
country). The dark bar is this simple average, and the lighter gray bar controls for various characteristics. Controls include log of the number of hospital beds, ownership (for profit, nonprofit, and government), survey
noise controls (interviewee seniority, tenure, department and type—nurse, doctor, or nonclinical manager; interview duration and year; an indicator of the reliability of the information (as coded by the interviewer),
and 21 interviewer dummies. Number of observations: Brazil = 286, Canada = 174, France = 147, Germany = 124, India = 490, Italy = 154, Sweden = 43, United Kingdom = 235, and United States = 307.

score (3.0), closely followed by the United Kingdom, Swe-
den, and Germany (all around 2.7) with Canada, Italy,
and France slightly lower (at around 2.5). The emerging
economies of Brazil (2.2) and India (1.9) have the lowest
scores.10 The rankings do not change substantially (except
for Sweden, which rises to the top) when we include controls

10In the appendix, we provide examples of management practices in the
average hospital in the United States (at the top of the ranking) and in India
(at the bottom of the ranking).

for hospital characteristics and interview noise. Country fixed
effects are significant (p-value on the F -test of joint signif-
icance is 0.00) and account for 32% of the variance in the
hospital-level management scores, which is a greater frac-
tion than for manufacturing firms, where the figure is 25%
for the same set of countries.11

11One possible explanation is that manufacturing firms often produce an
internationally traded good, so firms are more globally exposed while hos-
pitals serve local markets. Table C2 presents hospital characteristics across
countries. Although there are many differences in cross-country means (e.g.,
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FIGURE 2.—MANAGEMENT PRACTICES WITHIN COUNTRIES

This figure shows the histogram of hospital management scores (the simple average over the twenty questions) within each country. The smoothed kernel of the distribution for the United States is shown in each panel.
Number of observations: Brazil = 286, Canada = 174, France = 147, Germany = 124, India = 490, Italy = 154, Sweden = 43, United Kingdom = 235, and United States = 307.

Figure 2 shows the distribution of management scores
within each country compared to the smoothed (kernel) fit
of the U.S. distribution. Across OECD countries, lower aver-
age country-level management scores are associated with an
increasing dispersion toward the left tail of the distribution.
While the fraction of hospitals with very weak management
practices in OECD countries is small (from 5% in the United
States to 18% in France), this fraction rises to 45% in Brazil
and 68% in India. At the other end of the distribution, the
fraction of hospitals with a score of 3 or above ranges from
50% in the United States to 3% in India.

We examined the relationship between the management
score and hospital characteristics when country dummies
and noise controls are included (coefficients and confidence
intervals reported in appendix figure A1). Larger hospitals
(where size is proxied by the log of number of beds) tend
to have higher management scores, whereas government-run
hospitals tend to have lower management scores relative to
for private for-profit and private nonprofit hospitals. Bloom,
Propper, Seiler, and Van Reenen (2015) show causal evidence
of the impact of higher competition on improved manage-
rial quality in English hospitals. Consistent with this earlier
research, we find that the self-reported measure of compe-
tition we collected during the interview is positively and

the median French hospital has 730 beds compared to 45 in Canada), within
all countries, nonresponders were not significantly different from participat-
ing hospitals. Characteristics are different because the health care systems
differ, and our sample reflects this.

significantly correlated with the management score.12 The
magnitude and significance of these correlations are largely
unchanged when these variables are jointly included in the
regression.

B. AMI Mortality Rates and Management

As an external validation of our management measure
across countries, we investigate whether management is re-
lated to clinical outcomes. Table 2 shows that management
practices are significantly negatively correlated with AMI
mortality rates.13 In column 1, the management coefficient
suggests that a 1 SD increase in a hospital’s management
score is associated with a fall of −0.188 SD in AMI deaths
rates, and this relationship holds even after controlling for
a wide variety of factors. Column 2 includes a measure of
size (hospital beds), ownership dummies (for profits, non-
profits, and government owned), local competition faced by
the hospital, and statistical noise controls. Column 3 in-
cludes regional geographic controls (e.g., income per capita,
education, population density, climate, ethnicity). Column
4 includes regional dummies, and column 5 uses more

12Our measure of competition is collected during the survey by asking the
interviewee, “How many other hospitals with the same specialty are within
a 30-minute drive from your hospital?”

13Note that we can do this for only a subset of hospitals (477 from the
total of 1,960 observations), as AMI data are not available for all hospitals.
The results discussed in this section—and, in particular, the relationship
between AMI mortality rates and management—are similar if we focus
only on the cardiology subsample.
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TABLE 2.—AMI MORTALITY RATES ARE CORRELATED WITH MANAGEMENT PRACTICES

Dependent Variable: AMI mortality rate (z-score) (1) (2) (3) (4) (5)

Z(Mgmt) −0.185*** −0.201*** −0.189*** −0.189*** −0.195***

(0.055) (0.065) (0.064) (0.070) (0.065)
ln(Hospital beds) −0.045 −0.048 −0.099 −0.064

(0.081) (0.084) (0.090) (0.084)
Dummy private for profit −0.121 −0.119 0.012 −0.047

(0.206) (0.209) (0.268) (0.219)
Dummy private nonprofit −0.341** −0.275** −0.202 −0.226

(0.147) (0.138) (0.143) (0.144)
Omitted base is government owned

Noise controls Yes Yes Yes Yes
Other hospital characteristics Yes Yes Yes Yes
Geographic controls at the regional level Yes Yes
Geographic controls at the grid level Yes

Observations 477 477 477 477 477
Number of clusters 397 397 397 397 397
Fixed effects (number) country(5) country(5) country(5) region(75) country(5)
R2 0.02 0.16 0.20 0.34 0.18

∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. All columns estimated by OLS. Standard errors clustered by hospital network in parentheses. Dependent variable z(AMI) refers to a pooled measure of country-specific AMI
mortality rates (measures are standardized by country and year of survey). Z(Mgmt) refers to the hospital’s z-score of management (the z-score of the average z-scores of the twenty management questions). Noise
controls include interviewee seniority, tenure, department (orthopedics, surgery, cardiology, or other) and type (nurse, doctor, or nonclinical manager), year and duration of the interview, an indicator of the reliability of
the information as coded by the interviewer, and 21 interviewer dummies. Hospital characteristics include number of competitors constructed from the response to the survey question on number of competitors, coded
as 0 for none (16% of responses), 1 for less than five (59% of responses), and 2 for five or more (25% of responses). Geographic controls at the regional level include log of income per capita, years of education, share
of population with high school diploma, share of population with college degree, population, temperature, inverse distance to coast, log of oil production per capita, and log of number of ethnic groups. Geographic
controls at the grid level include log of gross product per capita, 2005 USD at market exchange rates, log of gross product per capita, 2005 USD at purchasing power parity exchange rates, distance to major navigable
river, distance to ice-free ocean, average precipitation, average temperature, and elevation. Whenever one of these two sets of geographic controls is added, hospital latitude, hospital longitude, and population density
within 100 km radius are also added.

disaggregated geographical controls. Although the coeffi-
cient on management varies between columns (from −0.185
to −0.201), it is always significant at the 1% level.

In additional analysis (available upon request), we investi-
gated whether the relationship between AMI mortality rates
and management was heterogeneous across countries. Over-
all, the results indicate that the coefficients are in fact similar
across countries. Further, to provide a sense of the magni-
tudes implied by these coefficients, we rerun this regression
using raw (i.e., non-z-scored) AMI mortality rates on the U.S.
sample, which provides the largest number of hospitals with
risk-adjusted AMI data. In this sample, a 1 SD change in the
management score is associated with a reduction of 0.320
(standard error 0.173) in the AMI mortality rate. This third
of a percentage point fall in AMI death rates compares to a
mean of 16% and a standard deviation of 1.75 (implying a
share of the standard deviation of 0.18 = 0.32/1.75, nearly
identical to the pooled correlation in column 1 of table 2).14

Table 2 is broadly consistent with findings from prior quan-
titative work in this area. For example, Bloom et al. (2015)
look at management practices in English hospitals in 2006
and also find a positive link between management and hospi-
tal performance, such as survival rates from general surgery,
lower staff turnover, lower waiting lists, shorter lengths of
stay, and lower infection rates. McConnoll et al. (2013) docu-
ment a negative and significant relationship between manage-
ment (measured using the WMS survey instrument) and AMI

14For comparison, we also repeated this analysis on the second largest
sample with AMI data, Brazil (109 observations), where, however, we could
retrieve only non-risk-adjusted AMI rates. In this sample, a standard devi-
ation change in management is associated with a 2.404 decrease in the
AMI rate (standard error 0.914), which corresponds to 29% of the standard
deviation of the variable (8.23).

mortality rates in the context of 597 cardiac units in the United
States. Chandra et al. (2016) look at the WMS management
scores and risk-adjusted AMI mortality in U.S. hospitals and
also report a negative relationship. The correlations described
so far are also in line with existing qualitative studies docu-
menting a positive association between specific aspects of a
hospital’s organizational culture and AMI mortality rates. For
example, in-depth qualitative studies (Bradley et al., 2001)
document that hospitals with better performance in terms of
adoption of beta-blockers (used to reduce mortality and fu-
ture cardiac events after AMI) and lower AMI mortality rates
tend to have clear and well-communicated goals throughout
the organization, make systematic use of problem-solving
tools (such as root cause analysis), have greater reliance on
data, and have stronger communication and coordination rou-
tines relative to low-performing hospitals. These studies also
observe that the presence of these different approaches is not
fully captured by surveys that simply track adoption of spe-
cific clinical protocols or checklists. This is because although
these standardized tools are reported to be widely used in
both high- and low-performing organizations, there can still
be wide variation in the ways in which they are implemented.
The results are also consistent with the case study evidence
on hospitals like Virginia Mason (Kenney, 2015), ThedaCare
(Toussaint, Conway, & Shortell, 2016), and Intermountain
(Leonhardt, 2009) that are famous for adopting the types of
management practices that we include in the survey and for
having better clinical outcomes.

While the causal channels are yet to be fully established—
and cannot be discerned in the qualitative research mentioned
above or in our sample given the cross-sectional nature of
the data—these studies suggest that differences in basic pro-
cesses and practices such as the ones captured in the WMS



512 THE REVIEW OF ECONOMICS AND STATISTICS

instrument may contribute to better clinical performance by
focusing attention and resources toward the issue of the
quality of care; reducing the likelihood of preventable deaths
and medical errors, which are often related to poor communi-
cation or imperfect transitions of care; and helping to identify
and address the inevitable complexities and risks that arise in
patients hospitalized with AMI.

IV. The Role of Managerial Education

In this section, we explore a possible factor behind the vari-
ation in management across hospitals and the relationship be-
tween the management score and AMI mortality rates: differ-
ences in managerial education opportunities among clinical
managers.

Exposure to basic managerial training among individu-
als involved in health care provision is generally low in the
United States (Myers & Pronovost, 2017). Although com-
parable international information on managerial training re-
ceived by health care professionals is not available, data col-
lected within the management interviews allow us to provide
some basic information on the presence and heterogeneity
of managerial training among clinical managers employed in
acute care hospitals. In particular, we asked the interviewee,
“What percentage of managers have an MBA?” and prompt-
ing the interviewer to include in this calculation management-
related courses that extend over at least six months (this would
include, for example, executive education courses that do not
lead to a formal MBA degree, such as Johns Hopkins’s mas-
ter of science in health care management and Georgetown’s
certificate in business administration at the School of Contin-
uing Studies). On average 26% of managers are reported to
have received managerial training, with a standard deviation
of 0.29.

Perhaps unsurprisingly, the variable measuring the share
of managers in the hospital who have attended an MBA-
type course is positively and significantly correlated with the
management score. For example, in a regression model in-
cluding as additional controls country dummies, proxies for
interview noise, and the hospital characteristics examined in
figure 2 (hospital size, ownership dummies, and local compe-
tition), a 10% increase in the managerial skills variable (e.g.,
the average hospital moves from having 26% to 28.6% of
managers with an MBA-type course) is associated with a
0.059 SD increase in the management score.

Since the fraction of managers with an MBA-type degree
in the hospital is likely to be endogenous to the quality of
management practices adopted in the hospital, in order to
better identify the role of managerial training per se, we now
turn to analyze alternative—and arguably more exogenous—
proxies for the supply of managerial human capital in the
hospital. More specifically, we focus on the distance between
the hospital and universities. We start by considering the role
of all universities (many of which we do not expect to have
any particular correlation with clinical outcomes) and then
focus on universities offering both clinical and managerial

education as the closest proxy for the courses that would result
in a higher supply of managerially trained clinical managers
and, potentially, with better clinical outcomes. Table 3 starts
by exploring the relationship between these distance metrics
and AMI mortality.

Column 1 of table 3 regresses AMI mortality rates on
driving hours to the nearest university.15 Although there is
a positive coefficient on distance to a university, it is statisti-
cally insignificant. In columns 2 and 3, we focus on a much
more specific variable: the distance to universities offering
both medical and business courses (henceforth, “Joint M-B
school”).16 Since there could be unobserved heterogeneity
specific to university locations confounding the relationship
between hospital performance and the distance to universi-
ties, we also include driving distance to universities special-
izing solely in arts, humanities, or religious courses (“stand-
alone HUM”) and therefore not offering clinical/medical or
business-type courses (and expect to find no significant re-
lationship between these universities and hospital perfor-
mance). To validate the use of this type of school as a placebo,
we verified that the nearest stand-alone HUM school and joint
M-B school are similar in proximity to the hospitals in our
sample: 82% of hospitals have a driving time difference of
two hours or less between these two types of universities (this
is shown in figure B2 in the appendix). We also observe that
the means of a range of location characteristics of the nearest
joint M-B school and stand-alone HUM school are not statis-
tically significant (in table B2).17 Finally, we also include the
driving time to universities that do not offer medical, business,
or humanities18 (“no M, B, HUM”). We find that AMI mor-
tality rates are positively and significantly correlated with the
driving distance to a joint M-B school: a 10% increase in the
drive time to a joint M-B school is associated with an increase
in AMI mortality rates by 0.039 SD. Reassuringly, we do not
observe a significant relationship between management and
the other university types. Column 3 shows that the relation-
ship between AMI mortality rates and driving distance to a
joint M-B school is essentially unchanged when we include a
range of geographic characteristics in our specification (such
as income, education, population, and temperature). The sig-
nificance of the joint M-B school in the AMI regressions of
table 3 may be due to other nearby universities that do not
have medical/clinical or business courses but offer other types
of quantitative courses (such as engineering). To investigate
this issue, we calculated distances to other schools such as
(a) the nearest university offering business courses but no
medical/clinical courses (“B school, no M”), (b) the nearest

15The average driving time between hospitals and universities is 37 min-
utes, with a median of 19 minutes.

16We calculate driving distances from each hospital to the nearest joint
M-B school, which is 70 minutes on average. The results are qualitatively
and quantitatively similar if we run this regression on the subsample of
hospitals with AMI data.

17The only measures that are statistically significant are latitude and
longitude.

18For example, a stand-alone law school, polytechnic school, religious
school, or art school.
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TABLE 3.—AMI MORTALITY RATES AND MANAGERIAL EDUCATION

Dependent Variable: AMI Mortality Rate (z-score) (1) (2) (3) (4) (5)

ln(Driving hours, nearest school) 0.036
(0.232)

ln(Driving hours, nearest joint M-B schools) 0.392** 0.387** 0.356** 0.330**

(0.169) (0.163) (0.166) (0.156)
ln(Driving hours, nearest stand-alone HUM) −0.083 −0.202

(0.155) (0.171)
ln(Driving hours, nearest school, no M, B, HUM) 0.071 0.048

(0.155) (0.158)
ln(Driving hours, nearest B school, no M) 0.054

(0.159)
ln(Driving hours, nearest M school, no B) 0.066

(0.164)
ln(Driving hours, nearest school, no M or B) −0.196

(0.191)
Geographic controls at the Regional level Yes Yes Yes
Observations 477 477 477 477 477
Number of clusters 397 397 397 397 397
Test of equality: Joint M-B = HUM 0.08 0.03
Test of equality: Joint M-B = B, no M 0.19
Test of equality: Joint M-B = M, no B 0.28
Test of joint significance: HUM, no M-B-HUM 0.78 0.48
Test of joint significance: B, M, No B-M 0.72
R2 0.15 0.16 0.20 0.20 0.19

∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. All columns estimated by OLS. Standard errors clustered by hospital network in parentheses. Dependent variable Z(AMI) refers to a pooled measure of country-specific AMI
mortality rates (measures are standardized by country and year of survey). All columns include noise controls, hospital characteristics, and country dummies. Noise controls include interviewee seniority, tenure,
department (orthopedics, surgery, cardiology, or other) and type (nurse, doctor, or nonclinical manager), year and duration of the interview, an indicator of the reliability of the information as coded by the interviewer,
and 21 interviewer dummies. Hospital characteristics include log of the number of hospital beds, dummies for private for profit and nonprofit, and number of competitors constructed from the response to the survey
question on number of competitors, and is coded as 0 for “none” (16% of responses), 1 for less than five (59% of responses), and 2 for five or more (25% of responses). Geographic controls at the regional level include
log of income per capita, years of education, share of population with high school diploma, share of population with college degree, population, temperature, inverse distance to coast, log of oil production per capita,
and log of number of ethnic groups. Hospital latitude, hospital longitude, and population density within 100 km radius are also added. M = medical school; B = business school; HUM = humanities school.

university offering medical/clinical courses but not business
courses (“M school, no B”), and (c) the nearest university
offering other courses but no business or medical courses
(“nearest school, no M or B”), and verified that the distri-
butions are similar across all types of schools (figure B3 in
the appendix). In column 4 of table 3, we include variables
measuring driving distances to all four types of schools. The
distance to joint M-B schools has explanatory power over and
above distances to other school types, and it has a coefficient
similar to the previous column in terms of magnitude. Since
none of these other school types are individually or jointly
significant (see the bottom rows of the relevant columns), we
drop them in column 5, which is our preferred specification.19

Table 4 explores the relationship between distance to uni-
versities and the management practices score. The specifica-
tions are the same as for table 3, but with a different dependent
variable. There is a negative correlation between distance to
the nearest university and management practice scores. As
with table 3, columns 2 to 4 show that only the category
of joint M-B schools has explanatory power over and above
distances to other school types. The results in our preferred

19To get a sense of these magnitudes, we estimated the relationship be-
tween AMI mortality rates and the distance from the closest universities
offering M-B courses on the U.S. sample, using the raw (i.e., non-z-scored)
AMI rates as a dependent variable. In this sample, a 1% increase in dis-
tance to the closest M-B school is associated with a 1 point increase in AMI
rate (57% of a standard deviation). When we repeated the same exercise in
Brazil (109 observations) using the raw non-risk-adjusted AMI rates, the
coefficient implies that a 1% increase in the distance metric is associated
with a 3.675 increase in AMI mortality rates (45% of a standard deviation).

specification in column 5 suggest that a 10% increase in drive
time to a joint M-B school is associated with a decrease in
hospital management quality of 0.014 SD. These results are
qualitatively and quantitatively unchanged when we focus on
the subsample of hospitals with AMI data.20

A. Robustness Checks

We investigate the robustness of the relationships discussed
in tables 3 and 4 to several potential concerns. Some of
these robustness checks are shown in table 5 (the first five
columns have AMI as the dependent variable and the last
two columns have the management practice score as the de-
pendent variable). First, the distance from schools offering
a medical/clinical course may reflect unobservable school
characteristics other than the supply of managerial educa-
tion directed at clinicians and correlated with both clinical
quality and management. For example, institutions offering
both medical and business education may be systematically
different from those that do not in terms of their quality. To
look into this issue, we investigated whether schools offering
medical and business training are associated with proxies for
higher school quality. This analysis is shown in appendix ta-
ble B3. Schools offering medical and business training are
indeed older, more likely to be listed in the Quacquarelli
Symonds World University Ranking (QSWUR) in 2011, and

20The relationship between management and the distance metric is−0.208
(standard error 0.102) in the AMI subsample.
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TABLE 4.—HOSPITAL MANAGEMENT SCORE AND MANAGERIAL EDUCATION

Dependent Variable: Management score (z-score) (1) (2) (3) (4) (5)

ln(Driving hours, nearest school) −0.139***

(0.045)
ln(Driving hours, nearest joint M-B schools) −0.124*** −0.114*** −0.109** −0.149***

(0.043) (0.044) (0.044) (0.038)
ln(Driving hours, nearest stand-alone HUM) −0.049 −0.019

(0.037) (0.039)
ln(Driving hours, nearest school, no M, B, HUM) −0.065 −0.058

(0.041) (0.042)
ln(Driving hours, nearest B school, no M) 0.000

(0.041)
ln(Driving hours, nearest M school, no B) −0.035

(0.043)
ln(Driving hours, nearest school, no M or B) −0.057

(0.044)
Geographic controls at the regional level Yes Yes Yes
Observations 1,959 1,959 1,959 1,959 1,959
Number of clusters 1,869 1,869 1,869 1,869 1,869
Test of equality: Joint M-B = HUM 0.24 0.15
Test of equality: Joint M-B = B, no M 0.09
Test of equality: Joint M-B = M, no B 0.25
Test of joint significance: HUM, no M-B-HUM 0.03 0.24
Test of joint significance: B, M, no B-M 0.34
R2 0.60 0.61 0.61 0.61 0.61

∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. All columns estimated by OLS. Standard errors clustered by hospital network in parentheses. Dependent variable Z(Mgmt) refers to the hospital’s z-score of management (the
z-score of the average z-scores of the twenty management questions). All columns include noise controls, hospital characteristics, and country dummies. Noise controls include interviewee seniority, tenure, department
(orthopedics, surgery, cardiology, or other) and type (nurse, doctor, or nonclinical manager), year and duration of the interview, an indicator of the reliability of the information as coded by the interviewer, and 21
interviewer dummies. Hospital characteristics include log of the number of hospital beds, dummies for private for profit and nonprofit, and number of competitors constructed from the response to the survey question
on number of competitors, and is coded as 0 for “none” (16% of responses), 1 for less than five (59% of responses), and 2 for five or more (25% of responses). Geographic controls at the regional level include log of
income per capita, years of education, share of population with high school diploma, share of population with college degree, population, temperature, inverse distance to coast, log of oil production per capita, and log
of number of ethnic groups. Hospital latitude, hospital longitude and population density within a 100 km radius is also added. M = medical school; B = business school; HUM = humanities school.

more likely to offer postgraduate degrees. Columns 1 and
6 include these additional controls for school quality, and
although some of them are significant, their inclusion does
not affect the magnitude or significance of the coefficient on
the distance to joint M-B schools in either the AMI or the
management regressions.

A second issue is that geographical areas with universi-
ties offering both clinical and managerial education might be
systematically different from those that do not provide these
schools—for example, unobserved heterogeneity in income
levels might drive both better clinical outcomes and higher
levels of the management score.21 This could bias our results
to the extent that the regional controls included in our analysis
are not able to capture these finer differences in geographical
characteristics. Columns 2 and 7 of table 5 include regional
dummies in the specification and shows that the coefficient on
distance to a joint M-B school is still statistically significant
when these controls are included.22

Third, we investigated the robustness of the relationship
between AMI mortality rates and the distance metric to the
inclusion of county-level Census-based controls for differ-
ences in the skill composition, employment composition in
manufacturing and health care, unemployment rate, employ-

21Differences in income per capita across areas may also affect the quality
of emergency care infrastructures across hospitals, thus increasing the speed
of arrival of patients at the hospital and improving their clinical outcomes.

22Within-country regional dummies are of a full set of dummies at the
NUTS 2 level for France, Germany, Italy, Sweden, and the United Kingdom,
and an equivalent state- or provincial-level division for Brazil, Canada,
India, and the United States.

ment growth rate, and per capita income levels. We performed
this analysis for the population of U.S. hospitals because of
the availability of both AMI data and detailed Census vari-
ables (this analysis does not require the availability of the
management data—hence, the larger sample).23 When using
the specification of column 5 in table 3 on this U.S. sample,
the coefficient (standard error) on distance is 0.454 (0.111).
When we include Hospital Referral Regions (HRR) dummies
in column 3 of table 5, the coefficient on the distance metric
decreases slightly to 0.404, and when we include county-level
controls in column 4, the coefficient (standard error) drops to
0.232 (0.125).24

Overall, these results suggest that while regional differ-
ences are important, they cannot fully account for the rela-
tionship between clinical outcomes and the availability of
schools offering managerial and clinical education. Finally,
we checked whether the robustness of the relationship be-
tween AMI mortality rates and the distance metric captured
unobservable characteristics of the parent organization (e.g.,

23We use a sample of hospitals in the United States for which AMI mea-
sures are reported in 2009, our year of reference for the OECD countries. We
approximate the sample used in the United States to the cross-country sam-
ple used in this paper by excluding sole community providers and hospitals
operated by the Catholic Church.

24In this specification we use as county-level controls (all measured in
2009) employment in manufacturing (coefficient, −.440; SE, 0.470); em-
ployment in health care (coefficient, −0.521; SE, 0.515); %25+ with bach-
elor’s degree or higher (coefficient, −0.010; SE, 0.004); log per capita
income (coefficient, −0.608; SE, 0.177); unemployment rate (coefficient,
−0.018; SE, 0.014); employment growth (2000–2009) (coefficient,−1.443;
SE, 2.215).
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TABLE 5.—ROBUSTNESS CHECKS

(1) (2) (3) (4) (5) (6) (7)
Z(AMI) Z(AMI) Z(AMI) Z(AMI) Z(AMI) Z(Mgmt) Z(Mgmt)

ln(D-hours to joint M-B) 0.332** 0.454** 0.404*** 0.232* 0.287* −0.145*** −0.165***

(0.160) (0.196) (0.130) (0.125) (0.161) (0.038) (0.045)
Measures of university quality

ln(Age of joint M-B) 0.043 0.044**

(0.092) (0.020)
Global QS Rank Dummy 0.497 0.240*

(0.508) (0.126)
ln(Reversed Global QS Rank) −0.056 −0.040*

(0.091) (0.023)
Offers postgraduate degree dummy 0.203 0.004

(0.129) (0.059)
Noise controls Yes Yes Yes Yes
Hospital characteristics Yes Yes Yes Yes Yes Yes Yes
Geographic controls at the regional level Yes Yes Yes
Geographic controls at the grid level Yes Yes
Observations 477 477 2,011 2,011 1,178 1,959 1,959
Number of clusters 397 397 732 732 213 1,869 1,869
Fixed effects Country Region HRR Network Country Region
Sample WMS WMS U.S. AHA U.S. AHA U.S. AHA WMS WMS
R2 0.20 0.37 0.24 0.10 0.36 0.62 0.66

∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. All columns estimated by OLS. Standard errors clustered by hospital network in parentheses. Dependent variable Z(AMI) refers to a pooled measure of country-specific AMI
mortality rates (measures are standardized by country and year of survey). Dependent variable Z(Mgmt) refers to the hospital’s z-score of management (the z-score of the average z-scores of the twenty management
questions). Noise controls include interviewee seniority, tenure, department (orthopedics, surgery, cardiology, or other) and type (nurse, doctor, or nonclinical manager), year and duration of the interview, an indicator
of the reliability of the information as coded by the interviewer, and 21 interviewer dummies. Hospital characteristics include log of the number of hospital beds, dummies for private for profit and nonprofit, and
number of competitors constructed from the response to the survey question on number of competitors, and is coded as 0 for “none” (16% of responses), 1 for less than five (59% of responses), and 2 for five or more
(25% of responses). Geographic controls at the regional level include log of income per capita, years of education, share of population with a high school diploma, share of population with a college degree, population,
temperature, inverse distance to coast, log of oil production per capita, and log of number of ethnic groups. Geographic controls at the grid level include log of gross product per capita, 2005 USD at market exchange
rates, log of gross product per capita, 2005 USD at purchasing power parity exchange rates, 2005, distance to major navigable river, distance to ice-free ocean, average precipitation, average temperature, and elevation.
Whenever one of these two sets of geographic controls is added, hospital latitude, hospital longitude, and population density within 100 km radius are also added.

better-managed chains of hospitals may proactively locate
their hospitals in areas providing a greater supply of clini-
cians with managerial training). To do so, we focused again
on the U.S. sample, where we could obtain close to population
information of network affiliations using the AHA regis-
ter and, within the United States, on the hospitals in the
sample that belong to networks. Within this sample, we
added to the specification network fixed effects in col-
umn (5) of table 5. This exploits within-network vari-
ation in AMI mortality rates and distance to schools,
thus controlling for possible network-level confounders
(the sample is smaller, as we require at least two hospi-
tals in the chain for which performance data were avail-
able).25 These results confirm that greater distance to joint
M-B schools is associated with higher AMI mortality rates.26

Overall, these basic robustness checks provide reassurance
that the relationship between the distance metrics and our
variables of interest does not proxy for basic differences in
university quality, regional characteristics, and network-level
heterogeneity.

25This is analogous to a manufacturing context where one could use plant-
specific variation within a firm (i.e., firm fixed effects with plant-level data).

26We also repeat the specification in column 8 but add HRR fixed effects
to check if our results are robust to market characteristics and find similar
results. Using a larger U.K. sample, we explore another dimension of hos-
pital performance: the average probability of staff intending to leave in the
next year as a measure of worker job satisfaction for the United Kingdom
reported by the NHS staff surveys and used on Bloom et al. (2015). Reas-
suringly, we find similar patterns to those described in table 3, indicating a
significant, positive correlation between distance to the nearest joint M-B
school and the likelihood of the average employee wanting to leave the
hospital.

B. Business Education

What could be the reason for the relationship between dis-
tance from universities providing medical and business edu-
cation and better hospital outcomes (in terms of AMI survival
rates and management practices)? One obvious mechanism
is that there is a greater supply of workers with managerial
skills when a hospital is close to a joint M-B school.

In figure 3 we investigate the relationship between the share
of managers with an MBA-type degree and the hospital’s
closeness to a joint M-B school (left-hand side).27 There is a
clear downward slope: being closer to these types of schools
is associated with a higher fraction of managers with MBAs.
By contrast, the right-hand-side panel of figure 3 shows that
there is no relationship between the share of MBAs and the
distance to stand-alone HUM schools. We formalize figure 3
in appendix table B5. Consistent with the two earlier tables,
closeness to a joint M-B school (but not other types of school)
is associated with significantly more hospital managers with
business education.28

27All variables in figure 3 are orthogonalized off geographical controls
through a first-stage regression.

28One way to bring these ideas together is by instrumenting the share of
MBA with the distance to a joint M-B school, reflecting the idea that prox-
imity increases the managerial skill supply, which in turn benefits hospital
performance. If the only way that university proximity matters is through
skill supply, this should identify the causal impact of managerial education
on hospital performance. With the important caveats that the exclusion re-
striction may not be valid (universities could in principle affect hospitals
through routes other than the supply of human capital) and that the instru-
ment is not strong, we observe that results are consistent with a large causal
effect (see appendix table B4).
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FIGURE 3.—SHARE OF MANAGERS WITH MBA-TYPE COURSE AND DRIVING

HOURS TO NEAREST SCHOOL

Each panel shows the mean share of managers with MBA-type courses in a hospital (vertical axis) as
a function of the drive time to the nearest type of school. Mean of share of managers with MBA-type
courses and travel time in 15-minute bins. Controls include noise controls: interviewee seniority, tenure,
department (orthopedics, surgery, cardiology, or other), and type (nurse, doctor, or nonclinical manager),
year and duration of the interview, an indicator of the reliability of the information as coded by the
interviewer, and 21 interviewer dummies, and geographic controls at the regional level: log of income
per capita, years of education, share of population with high school diploma, share of population with
college degree, population, temperature, inverse distance to coast, log of oil production per capita, and log
of number of ethnic groups. Excludes 31 hospitals with driving hours longer than five hours. Weighted
markers represent the number of hospitals in each bin. Unconditional correlation with the full sample of
1,960 observations is at the bottom of each panel.

V. Conclusion

We have collected data on management practices in 1,960
hospitals in nine countries. We document a large variation
of these management practices within each country and find
that our management index is positively associated with im-
proved clinical outcomes as measured by survival rates from
AMI. We show evidence that a hospital’s proximity to a uni-
versity that supplies joint business and clinical education is
associated with a higher management practice score (and bet-
ter clinical outcomes). Proximity to universities that do not
have medical schools or do not have business schools does
not statistically matter for hospital management scores, sug-
gesting that the bundle of managerial and clinical skills has
an impact on hospital management quality. We find that hos-
pitals that are closer to the combined clinical and business
schools also have a higher fraction of managers with MBAs,
which is consistent with this interpretation.

Our work suggests that management matters for hospital
performance and that the supply of managerial human capi-
tal may be a way of improving hospital productivity. Given
the enormous pressure health systems are under, this may
be a complementary way of dealing with health demands in
addition to the usual recipe of greater medical inputs. The
cross-sectional nature of our data does not allow us to rule
out sophisticated sources of endogeneity, including the possi-
bility that universities may create managerial programs cater-
ing to clinicians in response to the presence of a high-quality
hospital in the area. Panel or experimental evidence would
help to track out causal impacts. Such evidence from either
randomized control trials or natural experiments is an obvi-

ous next step in this agenda. Furthermore, the current data
consist primarily of one observation per hospital, under the
assumption that different departments and hierarchical levels
within a specific hospital should share broader organizational
characteristics. Future research should explore this assump-
tion empirically and investigate in further detail the scope for
managerial differences not only across but also within hos-
pitals. Finally, it would be valuable to study in much more
detail the relationship between basic management practices
and the implementation of specific clinical protocols (e.g.,
surgery checklists) to develop a better understanding of the
way in which management affects the day-by-day routines of
clinicians. We leave these exciting topics for further research.
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